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CAPCAIs an aden to Microsoft Excel that allows you to carry out Principal Components Analysis
(PCA), Correspondence Analysi€A) and Metric Scaling (MSfully integrated witlin Excel.The
program reads the data froraur worksheet and produces additional worksheets with tables and
statistics showing theesultof the analys as well ag number of charts to illustraite

The background for CAPCA was a DOS based program in PA&Morming PCA and CA
analyses that | wrote ih989calledKvark. The program was abandonesEr wi n Scol | ar 0 s
successful program Basp and latéinBaspdeveloped during the first half of timneties Both
Kvark and Basp/Winbasp, howeveverehamperedy tedious data input procedures and a lack of
efficient import facilities for data.

The advantage of a program for multivariate analyses within Eppeared rathebvious, and
around 2002 | madefast attempt to create CAPCAhe program was primarily uséuternally at
the department, although it was disseminated to a few colleagwesll In 2006, when | withdrew
from the university, | decided to makegnerallyavailable. It was launched &ersion 1, followed
in 2007 by version 2 (version 2.1 in 2010 and version 2.3 in 20&?3ion 3.0 from 2014
presented a major renewal and improvement of the user interface. The present version 3.1 features
some needed improvements to the way you céer eata for metric scaling, as well as some
improvements to the way you can present and view the results of the analyses.

CAPCA is writtenusingthe built in VBA programming language in Excel. The version of Excel
usedfor version 3.1is 14 (Office 2010). | have not had the possibility to test the program using
newerversions, but it ought to workwould appreciaté@ you inform me should you encounter
difficulties running the progranif you come across regular bugs,indeed if youhave any
suggesbns of improvement. The code is mpatsswordgrotectedand pu are welcome to browse
through it and make changes if you like. Should you make regular improvements to the program, |
would appreciate if you inform me.
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Installing CAPCA o your computer is simple. The only precondition is toat haveMicrosoft

Excelversion 12 Office 2007 or later The program is distributed as an Excel-&mgrogram file
(.xlam file) that is compatible with Office 2007 or later.

CAPCAVersion3.1.xlam
It is customary to place add files inthe directoryAppData/(Roaming)/MicrosofddIns.You
will find this as a sulalirectory to the directory for your personal settings (@sers/user name
The directory may be hidden. In that cagsu needa change the settings in the file browser
allowing you to see hidden directoridsis not compulsory, however, to place the file in this
directory. You may in fact placewhereveryou want but Excel will always look first for an add
inn file in the albve mentioned directory
The procedure for installing in Office 2010 is the following (it differs slightly from office
2007):
If you already have CAPCA installed you should remove theimaldile (e.g.
CAPCAVversion3.03.xlam) before you open Excel. Whea gpen Excel, it will inform you that the
file is missing. Next,youat i vat e the fFil esd page in Excel
appearyou select Addns, and n the subsequent Adds dialog boxyos el ect A Manage I
Add-i ns 0 atom of thedornbamd press Géou will see the name of the removed file
checked in the adohn list. You uncheck it and let Excel remove the reference. Finally, you press
browse to find ACAPCA Version 3.1.xlamo and a
If youdo nothaveaprewns ver si on of CAPCA installed, yo
Excel and select settings. In the menu that apgmaselect Addns, and n the subsequent Add
I ns dialog box you -isede@ecdt AtMae alget tExroY¥od f Atdlde
then press browse to find ACAPCA Version 3. 1.

Potential problems installing CAPCA.
Hopefully you will not be met with problems when trying to run CAPCA, but with new versions of
Microsoft Windows and Microsoft Office they maypagar. If you experiendbat a newly installed
program craslplease report.it

Previously, there were problems with outdated versidasMicrosoft library file named
REFEDIT.DLL. If you are using Office 2007 you will find the file the library C:/Program files
(x86)/Microsoft Office/Officel2lt should have a date of 26.02.2009. The original version of the
file for Office 2007, date@6.10.2006resulted in fatal run time errors.

The version of the file used here is dated 13@321t is placed ifC:/Program files
(x86)/Microsoft Office/Office .
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All data to beused in the analysesust be placed in an Excel workshe&ven sets or elements of

data are recogniseWalues Object namesvariable namesObject classesvariable classes
Object weightandVariable weights

Values

Thesetof values consist of a rectangular table of numbdidanksor strings In compuing terms it

is a twadimensional arrayMalues(i,j)), wherei is the number oéntries in the first dimensioand]

is the number oéntries in the second dimensiofithearray In Excel it equals a rectangular block
of cells. Thusif i = 28 andj = 18 it could be a block of cells with the refererc& T30.

Thetype ofvaluesthatyou can enteito the table depends on the type of analysis. The rules
differ for a PCA, a CA and a MS analysis. In connection withctiegptersdescribingeach of these
analyses you will find detailed information on what kind of values you can use. Tladreesson
to study this information carefully, because most failures to make the program work relates to
illegal values in the data set.

Object nameand Variable names
Object nameand Variable namesonsist of a row or a column of text stringscompuing terms
they are represented byedimensional array@bjectNames) or VariableName§)), wherei and;j
arethe number of entries in the argayn Excel it equals a horizontal or vertical stripe of cells.
Thus, ifi = 28 it could be represented by a series of cells with the refeBBi&30, andif j = 18 it
could be represented by a series of cells with the reference.C2:T2

Each name can consistleftersor digits alone or in any combination, and there is no limitation
to the length of the names. Missing names (blank cells) are not allowed, and each name must be
unique within the set of namd3oth Objectnamesand Variable namegre mandatory data.

Object classeand Variable classes
Object classeand Variable classeonsist of a row or a column of text strings. In cormmuterms
they are represented bypedimensional arrayd@bjectClassds) or VariableClasse§)), wherei and
| arethe number of entries in the arsayn Excel it equals a horizontal or verticatipe of cells.
Thus, if i = 28 it could be represented by a series of cells with the reference AS1ABQ= 18 it
could be represented by a series of cells with the reference C1:T1

Each class name can consist of letterdigits alone or in any cobination, and there is no
limitation to the length of the class names. Missing names (blank cells) are not alltxesglis no
limit to the number of different class names in the sEbbjector variableclasses. All class hames
couldbe unique otheycouldbe identical, but of course it is only meaningful with a number of
different class names somewhere in between. Obajetvariableclasses are optional data.

Object weightand Variable weights

Object weightsaand Variable weightsonsist of a row ocolumn of numbers. In compaog terms it
is a onedimensional array(@bjectWeight8) or VariableWeight§)), wherei andj arethe number
of entries in the arrayIn Excel it equals a horizontal or vertical stripe of cells. Thus; 28 it
could be represented by a series disagith the reference V3:V30 anflj = 18 it could be
represented by a series of cells with the reference C32:T32.

Each weight mudbeeither0 or 1, but for some analyséiscan also be a dighietweerthes two
values The weights are used differently in PCA CA and.M& information about how they may
be used you are referred to thescription in connection with the individual analygebject
weightsand Variableveights are optional.
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Figure 1. For good practice use a standardised layout of data for entry into CAPCA.

Organising the worgheet
Although you can place the elements of data wherever you wamtdrksheeor indeed in
different worksheets if you wislit,is customary and good practice with an organised setup as the
one shown irFig. 1. Here object names and object classes to the left and variable names and
variable classes above flank the valuasrther, object weights are placed to the right of theegalu
and variableveightsbelowthem

It is not mandatory to have objects in the rows and variables in the columnwailiuset,but
it is certainly good practicét is imperative howeverthat the program knows the orientation of the
valueset, so if you have objects in the columns and variables in the rows you must remember to
change the default setting in the data entry page of the main form.
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CAPCA has one main form and one auxiliary popup form. The main fosrfiveapages: a data

entry page, a page for running CA, a page for running PCA, a page for running MS, and a page for
displaying graphic€Eachpage, | discussed separate chapters.
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Data entry | Cs | PCA | MS | Graphics |

— Type of data
» % Objects and variables Sim.ila.tity." distance matnix

— Orientation of data
| (% Objects are in Rows " Objects are in columns

Object names:

Vanable names:

|
|
|
Object weights: |
|
|
|

Varniable weights:
Object classification:
Varnable classification:

Enter or edit references

Figure 2. CAPCA main form, data entry page.

The first time you open CAPCA in a workbook, the reference controls will be blank, but as soon as
you have entered references, these will be remembered, and whenever you open CAPCA again in
that particular workbook the reference contanisfilled in with the last used references (Fig. 2).

CAPCA Data selection form b4
Array containing data: TN keramik!SC$2:SN$67 - |

Array containing object names "TN keramik'!$B$2:5BS67 - |

Amray containing variable names "TN keramik’!SCS1:5NS1 - |

Array containing object weights

Array containing variable weights "TN keramik'l §C$69: §N$69 ;l
TN keramik'| SAS2: SAS67 ;l

=

Array containing object classification:

|
l
|
| TN keramik'!$P$2:P$67 |
|
|
l

Array containing variable classification:

Clear all references |

Figure 3. CAPCA data selection form.



Recording of references does not take place in the main form, but through an auxiliary popup form
opened by pr essiorreditreehen@Eig8bdbon AENt er

The popup form has seven contrdieough which you can enter references for the seven types
of datacategoriesTo enter a reference yeitherplace the cursor in the reference field (mark the
existing reference if there is onand then mark up the relevant acéaata inthe sheet or you
click on the small square box to the left of refereilm@ng this will make the popup form
disappealeaving the one control in use visible oiig. 4). This makes it easier to see theadiat
the sheet and mark them. When done you click the small rectangular box again, and the form will
reappear.

If you choose to fill in references in the controls manuygityi must remember to enter the sheet
name as part of the reference. In contrast to previous versions of CAéf€mnces without a
sheet name armot allowed.

CAPCA Data selection form ? X |
| keramik'l SC$2: SN$67 =l

Figure 4. RefEdit control during reference recording.

Whenyoupessi Ret ur n t othemeferemcesfare tramsderred to the main famohthe
popup form disappears.

You may well wonder why the reference recording is done through an auxiliary form and not
directly from the main form. The reason is that the Refé&atitrol does not work when embedded
in a multipage form. It summarily and ungracefully crashes the program when activeteubt
mentioned in the documentation of the control, but a few references to this behaviour can be found
on the web.

Option corrols on the data entry page
There are two option controls on the data entry page. The first s¢ype¢hef datathe second sets
theorientation of data

Type of d&a here refers to datasa table of objects described through variablsus datasa
table of coefficients describing the interrelationship between objects. The first is the default, and
probably the only you will ever user. Similarity coefficients are used fooM$% and even here
mostuserswill probably cloose to enter data as obgeind variables and let CAPCA worry about
the calculation of similarity coefficients.

Orientation of dataefers towhetherobjects are in rowgand variables in columns) objects
are in columngand variables in rows). The first is the default, and y#@uurged to keep this
convention. If your objects are in columns the data set will be transposed before analysis, and
eventually you will find that in all tabular output of data the objects have ended uprawthéf
you have chosen similarity coeffaits agype of dataheorientation of dataoption will be
disabled as it is irrelevant.

Validation of data

A validation process is carried out continuously, triggered by almost any action in the main form.
The aim of the process is to ensure that the referenced data are suitable for anatgses and
determinewhat limitations there might be on these analyses.r€bult of the validation process is
fed back to the main form, where you can acce$sough the information buttons that are placed
to the right of the reference fields.



The information buttons has three states of appearance: neutral, green oneattaRbutton
has the same colour as the background of the form, and nothing will happen if you press it. A green
button or a red button will display a message box if you press it. The message box will display
information related to the data referencethm adjoining reference field.

A green button indicatdbat data with some restrictions can be analy$ads in fig. 2 you can
see that despite a green button and no red buttons the page for performing CA has been disabled.
Pressing the green buttgrou would find out why CAs not available

A red button indicates that something in the data refeddmoeers any analysis. Fig. 5 there
aretwo red buttons each triggered independently by invalid lolatzkingan analysis. Pressing the
buttons you Wl find information that explains what the problems.are
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Data entry l ] I ]

Type of data

(% Obiects and variables ¢ Similarity/distance matrix

Onentation of data

{¢ Objects are in Rows " Objects are in columns

Data ?
Object names:

Variable names:

|
l
|
Object weights: I
l
l
|

Variable weights:

Object classification:

Vanable classification:

Enter or edit references

Figure 5. CAPCA main form, data entry page. Red info buttons signals invalid data. All pages other than the
data entry page has been disabled.

The following listgives an overview of the messages you can encounter in connection with the

various data sets

Value set

0  You must suppl a complete reference, including the sheet naaetg Sheet!cells.

0  The data set contain 38 objects and 18 Variables.

0 The data set contablanks. Blanks can be used in CA only. The blanks will automatically be
substituted by zeroes.

0 The data set contain values that are not integers. The data cannot be used for CA analysis.

0  The data set contain values that are negative. The data tenneed for CA analysis.

0 Log transformations in PCA are not available for variables with negative data. You may use
ArcSin transformation in stead.

0 The data set contains sums across object values that are zero. If you use a CA analysis these
objects wil be eliminated from the analysis.



0  The data set contains sums across variable values that are zero. If you use a CA analysis these
variables will be eliminated from the analysis.
0  The data set contains non numeric data. It cannot be used for PCA or CA.
in MS
A separate set of messages apply to similarity coeffiorttices
0 The data set contains question marks indicating missing values useable only for MS.
The object weights supplied are ignored as data consist of similarity coefficients.
Thevariableweights supplied are ignored as data consist of similarity coefficients.
The variable classes supplied are ignored as data consist of similarity coefficients.
The data set contains variables with a mix of numeric anehnoreric data. It is nallowed
in MS.
The similarity matrix contains nemumeric data. It cannot be analysed.
Data appears to constitute a similarity or distance matrix. Please check the appropriate option.
It is not a symmetric matrix. It cannot be used as a simileogfficient matrix.
Data contain negative data. Only positive values are allowed in a similarity coefficient matrix.
The diagonal values are not identical. They must be in a similarity coefficient matrix
Off-diagonal values are larger than the diagonal values. They cannad beridarity
coefficient matrix
Values are not mirrored around the diagonal. They must be in a similarity coefficient matrix.
bject nameand Variable names
You must supply @aomplete reference, including the sheet naeg Sheet!cells.
The reference to object names must bedinmeensional. Names must be in one row or one
column exclusively.

O« O« O« O« O

O¢ O¢ O¢ O¢ O« O«

O¢ O« O O«

0  The reference to variable names must bedmensional. Names must be in one mwone
column exclusively.

0  There arg##objects in your dataset a# object names in the names array. The number
must be the same.

0  There arg##variable in your dataset add variable names in the names array. The number
must be the same.

0  One ormore names are blank. A name must contain letters and or numbers.

0  There are duplicate names. All names must be unique. The following are duplicates:

0  You must provide names for the objects to run an analysis.

0  You must provide names for the variablesun an analysis.

Object classeand Variable classes

0  You must supply a complete reference, including the sheet hag&heet!cells.

0  You must provide names for tlebjectsto run an analysis

0  You must provide names for the variables to run atysisa

0  The reference to object classes must bedimensional. Classes must be in one row or one

column exclusively.
The reference to variable classes must bedimensional. Classes must be in one row or one
column exclusively.

0 There aré## objects in your dataset a#e object classes in the class array. The number must
be the same.

0 There aré## variablesn your dataset ard# variableclasses in the class array. The number
must be the same.

0 One or more class names are blank. A classenmust contain letters and or numbers.

Object Weightaind Variable weights

0 You must supply a complete reference, including the sheet nagi&heet!cells.
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O«

O« O¢ O«

The reference to object weights must be-dimeensional. Weights must be in one row or one
column exclusively.

The reference twariabld weights must be orgimensional. Weights must be in one row or
one column exclusively.

There aret# objects in your dataset a#d weights in the weights array. The number must be
the same.

There are## variablesin your dataset angé# weights in the weights array. The number must
be the same.

Weights are found that contain blanks or non digit values. All values must be digits.
Some weights are either larger than 1 or smaller than 0. All values enbstween 1 and O.

In connection with MS only weights of 1 or 0 are valid. All other valuesheilconverted to

1.
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All three types of analyses in CAPG#ebased on finding the eigenvectors (principal components
or principal axes) of a matrix @alues You provide thevaluesi the data, but depending on which
type of analysis you selectCA, PCA or MS, certain changes are made to data prior to analysis.
The actual calculatioristhe Eigenrdecomposition, or in a broader sense the single value
decomposition are,howeverthe same for all three types of analysése calculation of
Eigenvectors in CAPCA is based on an iterative algorithm published by Wtigl5).

You can calculate as many eigenvectors as the smallest dimension of your data. If there are
fewer variables than objects th@ximumnumber equals the number of variables. If there are
fewer objects than variables th@aximumnumber equals the numbof objects. The default
number of eigenvectors calculated is 3, but you can set any number for each of the three types of
analysis. If you enter a number higherrttiae highest possible it is reduced tatthumber. If you
enter a number smallerat the lowest possible (2) it is altered to the default numb&h&.same
applies if what you write cannot be interpreted as a nurili'nging the number of eigenvectors
to be calculated is done in the main control form on the individual pages for CA, RMSan

It is not possible, at least not for larger matrices, to calculate the eigenvectors,dnexily
because there are too many unknown variables in the equBtierefore, general algorithms to
find eigenvectors andorrespondingigenvalues arigerative An iterative method for calculating
eigenvectors and eigenvalues typically works through a sequence of guessa®prisa@p
eigenvectors and eigealues. After each guessstchecked how close the suggested vatoase
to solve the equatiohe result is used to correct the next guess in a direction that will give an
even better fit. To control the sequence of guesses a convergence value is calculated that
continuously monitor how close to a perfectlié guesses are. When the convergenatge has
become sufficiently small and has reached a preset stop value the iterative process terminates.

The iterative method is not meant to, and indeed cannotientiueeigenvectors and
eigenvalues. The result is always an approximation, and ieét@us stop value too small we may
occasionallyexperience that the iteration cannot find a satisfactory approximation. Therefore, it is
necessary to have an alternative way to stop the iterétid@APCA this is done by stopping the
iterative process it exceeds 1000 loops.

It is important to note that the growing stability in the calculation of eigenvectors and
eigenvalues expressed through the falling convergence value does not happen equally across all
calculated eigenvectork general, ®bility is reached progressively through the sequence of
eigenvectorgrincipal axes, and indeed it is questionable if stability can ever be reached for the last
eigenvectorsn a largevalue set.

This implies that if you are interested in the first #thioee eigemectors/principal axes only, you
need not have a very small stop value. If, on the other hand, you want to have all eigenvectors
calculated you need to set a small stop vdlu€APCA you control the precision through an
option box with the choice of lowmmedium or high precision, where medium is the default setting.
An example can illustrate the influence of these three settings.

93 objects with 41 were analysed using a CA with 20 eigenvectors/principal axes required. With
low precision the analysis to@64 iterations to converge. With medium precision the number was
320and with high precision it wags1. If we compare the eigenvectors and eigenvalues calculated
with the three precisions we find that with low precision compared to high precision there is
deviation for the first 8 eigenvectors, while for the last 12 there is an irregular pattern of deviation
up to0.000005. If we compare medium precision to high precision there is no deviation for the first
12 eigenvectors, while for the last 8 theransirregular pattern of deviation up to 0.000001.

1C
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Fig. 6 shows the PCA page of the main control form. This page is enabled if the validation of data
has shown that a PCA can be with the data provided. Otherwise it will be disabl€de page
provides an option box faetting the input format whether data should be analysed through
correlations coefficients or covariance coefficients (se below). Furtteepage contain contrdisr
setting the number of eigeectors to be calculatl and the precision with which thelyouldbe
calculated (se the chapter Galculating eigerectorsi number and precisignThe following two
check boxes controls if weights for objects and variables should be afpiedare only enabled

if you haveprovided weights, and you must actively check them to apply the weights you have
supplied. The followindour info-fields inform youon how many objects and variables are being
analysed and how many (if any) objects and variables have been excludedwgigbts(see

below). If exclusions occur a green button next to the number becomes available. Pressing this will
open a message box giving the names of the objects and/or variables exXthalgdwhen the
analysis has been completdae number of itationswill be displayed

Acceptable values for PCanalysis

All values in the provided data set must be numbers. They can be either integers or real, negative or
positive, and includeera Text is not allowed, andhé only special characters allowed ajd.{

and (,). They are interpreted according to the national setup of your compute2.dh§,23 in a

Danish setugompared2,455.23 in an English setugyemember that Excel as a rule will align
everything itreads as a number to the right amdrgthing else to the left. Atlying you see aligned

to the leftin your data in the worksheill trigger an error.
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Data entry | PCA l MS |

Input format

 Comelation matrix|  Covariance matrix

Precision calculating eigen vectors

3 Number of eigen vectors
T Low ® Medium ¢ Hich

Objects Vanables

0 1 5 | Number of exclusions caused by user weights
66 11 Number being analysed

Number of iterations Run normality check |

Figure 6. The PCA page of the CAPCA control form
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Setting the inputormat
You can choose whether the PCA should be basedtomelationmatrix (default) oracovariance
matrix. In both cases alterations are made to the data you provida,different ways and with
different results.

With the covarianceamatrix thevalues of a variableare altered bgubtracing the mean value of
the variable and divide by the square root of the total number of values minus one.

X = (Xi - )?)
" Jn-1

In this waythe values of a variable will be centred on its mean value, btivetyaspeaking, size
differences between variables are not affedfegbu have a variable of length and a variable of
thickness, the sum of the values of the first will still be larger than the sum of values of the latter.

With a correlationmatrix the values of a variableare altered bgubtracing the mean value of the
variable and divide by the standard deviation of the variable multiplied with the square root of the
total number of values minus one.

TR
&, - X)° s
n-1

In this waythe values of a variable will not only be centred on its mean value, but the magnitude of
the distribution around the centre will be alte(stndardisedp unity as well Thusall variables
will become of the same sizi you have a variable of lengénd a variable of thickness, the sum
of the values of the first will be the same as the sum of values of the latter.

Which oneof the two methodt choose depends on the nature of your data. If your data
consists of measurements, where each varialbbgically independent obther variable$
typically size measurements of artefacigu shouldorobablyuse correlation coefficients. If on
the other hand there is a logical dependence between variables youmbbaldyuse covariance
coefficients. Typeally, this could baneasures of composition, whether an alloy compositiomor a
artefact composition butthen you mightvell choose to use a CA in stead.

| do not believe there is a clear cut answer to what type of coefficients you should prefer in
different situations, but as archaeologyve use PCA as an explorative tdlo¢ most sensible thing
to do is probably to use both toesghat creates the most meaningful results.

Using weights in a PCA

Weights used in a PCA are numbbetweerD andl including both Weights can be applied to

both objects and variables. A weight of 0 implies #rabbject or variable should be excluded from

the analysis, while a weight of 1 implies that an object or variable should be included in the

analysis. If weigts are not present all objects and variables wilhbkided.A numberbetween 0

and 1is usedas amultiplicationfactor that changes all values of the associated object or variable.
The obvious use of weights as multiplication factors in a PCA istove unwanted side

effects of the measurements established through the varidlespottery for instance. If you have

taken a series of measurements of different parts of the pots to discern morphological differences,

you will soon find out that the s#zof the pots will be the dominating result of the analysis and not

their shape. To counter this problem you will have to get rid of the size factor. One way to do this is

to calculate the approximatelume of each pot using the measurements and thehaiselumes

to establish a weight factor (largest volume/ volume of pot). Or you may simply take the most

dominating size variablie say pot height and use this to create a weight factor (largest height/

height of pot). You would then of course have tolede pot height from the analysis.
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Checking normality and applying transformations of variables

If you are using correlation coefficients as input, then ideally all variables should be normally
distributed. When dealing with measurement data this isisetde case. In most cases the
distribution will be skewed towards the higher values.

One way to counter this problem is to change the scale of the variables through some form of
numerical transformation. The most common transformation to udedgai@hmic transformation.

In CAPCAtransformations based on eithag(10)or Arc Sinare implemented.og
transformations will only work with positiveumber You will not be able to use transformations, if
you have chosen the covariance matrix input.

There are two buttoran the PCA page calld®un normality checkndRun PCA analysidf
you are using covariance coefficients Bien PCA analysis the only button enabled, as normality
is not an issue. If, on the other hand, correlation coefficients are usedrireormality checls the
only button enabled. As a minimum you have to produce the information on normality before you
run the analysi, even if you do not use it.

When you presRun normality chec& new worksheet is added to your workbook. It is named
the same as your data worksheet with the additaymality(PCA) If the resulting name is longer
than 32 chars the first part is ablieged (that isyormality(PCA)will always be presa). The first
part of the workheet showthe data as analysed. Below this a set of summary statistics are printed
(Fig. 7). The statistics shown are: sum, mean, standard deviation, skewness and 8ugwosiess
and kurtosis are ahaininterest here

Skewness is a measure that shows the degree of asymmetry around the mean value of a variable.
It attains zero for perfect symmetry, regrowing positive value with a growing asymmetric tail
towardshighervalues, and hasgrowing negative value with a growing asymmetric tail towards
lower values.

Kurtosis is a measure that shows whether the distribution of values is higher or lower than the
normal distribution associated with the standard deviationti®®salues indicate a too high
(narrow)distribution and negative values a too I@woad)distribution.

Skewness is calculated as:
n e N éXj - )_(63

(n-1n- 22 =E 5 8

And kurtosis as:

£ n(n+y A8 b _3n-1°

1(0-D-2(-9EE s 2y (-2(n-3)

where s is the standard deviation of the variable atelnumber of values. For both skewness and
kurtosis the build in Excel functions are used.

Following the summary statistics is a section showing what the normality distributions will be
for each variable using either Log transformation or ArcSin transfbom Looking at the example
in Fig. 7 it can be seen that normality can be improved using transformations. Whether, the use of
transformations will improve the results is another matter. They will certainly change them, but
whether they become more imtegtable is entirely up to you to decide. As we use PCA in an
exploratory way there are no rules saying that you must transform your data. You decide.
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Sum 1298040 B57.790 127,305 376,170 117,740 22,991 150,990 25,830 785,040 212,050 19,312

Mean 8.484 5.606 0.832 2,459 0,770 0.150 0,987 0.169 5131 1,386 0.126
Standard Deviation 3,997 2584 0,406 1,251 0,470 0,063 1,109 0,209 1,970 0,802 0,120
Skewness 0,980 1,106 1,325 0,515 0,629 0,092 2,355 2,852 0,357 1,502 2,168
Kurtosis 1,013 1,644 2516 -0.345 0,138 0,224 8,326 13.882 0,701 3.161 6,094

Normality distributions following the use of transformations

Log Transformation

Skewness 0,387 -0.100 0,159 -0.613 -0,868 -3.707 -0.957 0,198 -1,001 0,265 -0.565

Kurtosis 1,067 0,215 -0,330 0,149 0,382 21,854 2,315 -0,919 2,389 -0,195 1,095
ArcSin Transformation

Skewness 0,743 0.510 -2.980 0.622 -1.577 0,353 -1.091 -0.104 0,704 -0.631 0.067

Kurtosis 0,159 -0,368 14,165 0,086 1,133 -1,340 1,032 -1,004 1,253 -0,086 -1,646

Selection boxes for choice of transformations

Transformation choice:  No transform Mo transform No transform No transform No transform No transform No transform No transform Mo transform No transform No transform

Figure 7. Part of the normality(PCA) sheet showing summary statistics for eactariable, normality distributions
with different types of transformations, and selection boxes for choosing transformation types.

To apply a transformation you use the last section imdineality(PCA)sheet(Fig. 7). It consists

of one row of cells. In each of these are wrifintransform When you activate one of these cells
a small down arrow will appear at the end of the ¢fejlou click this arrowa dropdown box
appearsvhere you can select the transformation type yoot (&g. 8).

Mo transform Mo transform | = | transform
Mo transform

Log transform

ArcSin transform

Figure 8. Selecting transformation type in thenormality(PCA) sheet.

When you have activated tRain normality chechkutton to create theormality(PCA)page the
button will be disabled and instead fRen PCAanalysiswill be enabled.

Running the analysis

Pressing th&®un PCA analysiwill run a PCA d your dataand subsequently agdnew worksheet
to your workbook. It is named the same as your data worksheet with the adtitisicgPCA) If
the resulting name is longer than 32 chars the first part is abbreviated étaditstec¢P CA) will
always be presentfhe worksheet will contain the results of the analysis in tabular form.

The first section of the sheet shows the matrix of taticms coefficient useds the starting
point for calculationsKig. 9)1 or the matrixof covariance coefficients, if thisas the starting point
of the analysis.

Forcorrel ati on c o e thd coefficients arescal§ulBtedeas: s onds r )

A (- Q- )

r= i=1

Ja (x- )&y - 9)°

i=1 i=1

For covariance coefficients the coefficients are calculated as:

4 (x- 0 - )

i=1

n
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Correlation matrix

Belly height 1,000

Belly width 0,250 1,000

Belly curvature -0,032 0,400 1,000

Shoulder heigth -0,472 -0,259 -0,030 1,000

Shoulder width -0,638 0,247 0,077 0,713 1,000

Shoulder curvature -0,055 0,074 0,100 0,049 0,085 1,000

Meck base heigth -0,105 0,167 -0,025 0,148 0,046 -0,096 1,000

Meck base width 0,145 -0,098 -0,050 0,089 -0,030 -0,222 0,448 1,000

Meck height -0,694 0,414 0133 0,011 0,225 -0,069 -0,051 -0,048 1,000

Meck width -0,247 -0,322 0,052 -0,061 0,006 -0,016 -0,097 0,172 0,421 1,000

Meck curvature 0,130 0,095 0170 0,109 -0,063 -0,045 0,017 0,031 -0,119 -0,035 1,000

o (2] 1] Z Z
2 02 ¢z % % % 3 9% % % 0%

z O

Figure 9. Correlation coefficient matrix used as a starting point for the PCA.

Thesecondsection shows thEigen valuesor the calculatedPrincipal componentéFig. 10) The
eigenvalues reflects the amount of information thassociated with the individual principal
components or eigenvectors. Knowing the total score of the eigenvadusn calculate how large
apartof the total information each component covers. Consequently, we know how large a
percentage of the total information is explained by the first, the second, etc. principal components.

Eigenvalue information

& & &
£ £ £
2 2 2
& & ry
& £ £
a: a a@

Eigen values 2,778 1,701 1,442
Explanation % 25251 15,463 13,111
Cumulative explanation % 25251 40,715 53.826

Figure 10. Information on eigenvalues ancexplanation percentagegor a PCA.

The third section shows the variable loadiffgjg. 11) That isthe coordinates dhevariables on
theindividual principal components (axes)

If you have used transformations of the variables to obtain normalitiypgbenf transformation
will be noted in brackets following the variable names.

Variable loadings

= = &
§ § §
2 &2 2
& Y g
cfé) cfé) cfé,
~ o )
Belly height 0.516 0,055 0,096
Belly width (log) 0.360 0.285 0,195
Belly curvature (ArcSin) 0,107 0,266 0,025
Shoulder heigth -0,383 0,344 0,282
Shoulder width -0.451 0,232 0,350
Shoulder curvature (ArcSin) -0,022 0,360 0,148
Neck base heigth (log) 0,060 -0.281 0,608
Neck base width (log) 0,056 0,493 0.433
Neck height (log) -0.415 0,275 0,267
Neck width (log) -0,221 -0,372 0,325
Neck curvature (ArcSin) 0,119 0,083 -0.001

Figure 11. Information on variable loadings for a PCA.
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The fourth and final section shows object scores (Fig.TIt isthe coordinates of the @ztson
the individual principal components (axes).

Object scores

Figure 12. Information on object scores for a PCA.
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Fig. 13 shows the CA page of the main control form. This page is enabled if the validation of data
has shown that a CA can be run with the data provided. Otherwise it will be disabled. The page
provides controls for setting the numbetEfenvectors to be deulated and the precision with

which theyshouldbe calculated (se the chapter@alculatingEigenvectorsi number and

precision). When the analysis has been completed, the number of iterations will be displayed at the
bottom of the form.

Valuesaccepablefor CA analysis

All values in the dataset must be positive integers including zero. No special characters in€luding (
), (.) and (,) are allowed, or stated differently negative values and real numbers are not allowed. For
practical reasons blank celise allowed. Taywill be interpreted as zeroes and converted to such

on import. Itis only in CA that blank cells are read ees. IlPCA they are not allowed and in

MS they are treated differently. Remember that Excel as a rule will align everigtreags as a

number to the right and everything else to the Hgfiything you see aligned to the l&ftyour data

in the worksheewvill trigger an error.

| CAPCA version 3.1 - © Torsten Madsen 2005-2016 X
| Dataentry CA |PCA | Ms|
2 Required sum of varnable occurences accross objects

g  Required sum of object occurences accross vanables

3 Number of eigen vectors

V' Automatic weighting of objects Show/update input table

Precision calculating eigen vectors
" Low * Medium ¢ Hich

[~ Seration output

Objects Vanables

’_0— :‘ IO— j Number of exclusions caused by user weights
[3— ? [0— Number of exclusions caused by required sums
IT [T Number being analysed

’— Number of iterations Run CA analysis

Figure 13. The CA page of the CAPCA control form

Using weights in &£A

The use of weights in a CA is much more complicated than in a PCA and of far greater value. First
of all, weightingis actually in use regardless of whether you have supplied weighs. drheot

reason for this is that there is a required sum of obgetsss variables and variables across objects
that must be observed. For computational reasons the minimum must be 1. If you supply either
objects or variables with a sum of 0 they will automatically be excluded.can set the minimum
number of sums fdsoth objects and variables in the form. The defeailie for both is 2. Objects

and variables with a lower sum than the one supplied will be removed.
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You can also supply you owmeightsof course Theseare numberbdetweer0 and1 both
included.Weights can be applied to both objects and variables. A weight of O implies that the object
or the variable should be excluded from the analysis, while a weight of 1 implies that an object or
variable should be included in the analysis. A number betweend Q is used as a multiplication
factor that changes all values of the associated object or variable.

Six info-fields inform you on how many objects and variables are being analysed and how many
(if any) objects and variables have been excluded bywesightsand/or by required sumkg
exclusionshave occurrea green button next to the number becomes available. Pressing this will
open a message box giving the names of the objects and/or variables excluded.

You should note that the user weights in bamation with required sums, or indeed required
suns alone may start a chain reactiohexclusions, where further objects or variables falls for the
sums requirements as numbers dwindle because of previous exclusions.

The use of weighting (multiplicatioridctors between 0 and lis closely associated with the
concept of mass and inertia of objects and variables in a CA (see below). In short the result of a CA
is heavily influenced by the absolute s{peass)of an object or a variables well as how much dy
divert in composition from the average (inertia). Both mass and inertia may result in what is known
as outliers that dominates the result and obscures the structure in the rest of the material on the first
few principal components. To lessen the eftdahass and inertjaveights are an effectivieol.

There is one classical situation where mass can become a major problem. If you are analysing
settlement units based on their content of artefact types, you will almost always have a situation
where the uits differ considerably with respect to number of artefacts. It can be a result of the
actual size of the units, but more often than mag the result of how large a part thetsbeen
excavatedThe traditional way to counter this problem in archagploas been to calculate
percentages, but in principle percentages should only be calculated for sums above 100, and under
no circumstances below 50. To use a direct percentage calculation in a CA is therefore a bad idea,
as a CA safely can handle sumsbjects and variables below 100 in this type of material. An
alternative approach is to weight objects with a sum above 100 down to this figure, but leave the
objects with a sum below 100 as they &hat the minimum sum should be in this type of study is
open to individual evaluation, but 10 seem to be a safe size and in many cases you can probably go
lower.

For situations like the one outlined above | have included an option box for automatic weighting
of objects that will weight down all objects wittsam above 100 down to a sum of 100. You can
then combine this with a required sum of objects to set up a suitable analysis. For sparse matrices
like counts of types in graves or presence/absence registrations this facility is of no use of course.
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Matrix showing values analysed and values before weighting

Indicate objects and/or variables that has been removed due to a weight of 0 or due to minimum sums.
Values displayed are those used in the analysis.
Where values have been changed or removed due to a weighting factor, the original values are shown in brackets.

‘@v L=
5 @
8 . >
m = - -
B e a 5 & E o B
2 m h @ o o =
8 ¢ £ 83 ¢t s 3 & 8 % -
E E &5 & 2 & & 5 £ =& & &
Bennerup 0(1) 5(15) 22(68)20(61)0 0 16 (50) 36 (109)0 0 99 304
Toftum A1 T(17)4(3) 2(4) 0 13 (31) 4 (10) 45 (110)10 (25) 12 (29)5 (12) 102 247
Toftum A31 7(12)3(5) 0 0 29 (48)14(23)31(80) 7(12) 2(4) 6(9 99 163
Stengade 2 0 4(6) 0 0 1 1 41 (64) 13(20) 26 (40) 15(23) 101 155
Lindebjerg 1 0 13(15) 3 0 3(4) 6(7) 54(63) 13(15) 3 5(6) 100 116
Havnelev 0 4 3 i 5(6) 7(8) 48(54) 19(21) 5(6) 10(11) 101 113
Bistoft 3 0 0 0 74 2 17 0 4 0 100 100
Toftum Ad6 0 5 0 0 23 13 22 1 0 2 66 66
Lindebjerg 2 0 24 1 0 2 5 17 12 3 1 65 65
Toftum A 5 G 2 0 5 g 18 G 5 4 59 59
Varby 0 0 0 0 0 19 17 2 3 7 53 53
Mosegarden 0 29 5 1 1 0 5 1 2 1 45 45
Stengade 1 0 9 0 0 0 2 10 8 1 5 45 45
Tolstrup 3 0 13 3 0 g 0 4 10 1 5 42 42
@stergards mark 0 9 2 4 0 0 10 ¥ 0 1 33 33
Store Valby 0 0 0 0 0 7 18 1 2 4 32 32
Yssel Bakke 1 4 2 0 0 3 7 4 2 2 25 25
Svaleklint 1 1 1 0 1 2 14 1 3 0 24 24
Moesgard skovmelle 0 15 2 0 0 0 4 0 0 0 21 21
Knardrup galgebakke 9 0 0 0 2 2 4 2 1 0 20 20
Rustrup 0 12 1 0 2 0 4 0 0 1 20 20
Tolstrup 2 0 1 1 0 0 0 5 0 3 6 16 16
Malbjerg 0 3 0 0 5 0 1 4 0 1 14 14
Gug 0 G 1 2 0 0 0 3 0 1 13 13
Verup 3 0 0 0 1 3 4 1 1 0 13 13
Vogjl 0 3 3 0 0 0 0 0 0 6 12 12
Wirum 3 0 0 0 0 2 6 0 0 0 11 11
Stilling 0 0 0 0 0 0 G 1 1 1 9 9
Gilhaj 0 2 0 0 1 0 2 1 2 0
Lendrup 0 0 4 1 0 0 0 3 0 0
Slotsbjergby 0 1 2 0 0 1 1 2 0 1

Variable sums 39 176 60 28 174 101 431 168 a7 90
Original variable sum: 58 201 108 70 215 118 592 273 133 110

Figure 14. Table of data before and after weighting.

Viewing input data before running the CA
Becausef the often complex alterations your datafollowing the use of weightingt can be
useful to audit the resulting input data before you run the analysis. If youStr@sgupdate input
dataa new worksheet is added to your workbook. It is named the same as your data worksheet with
the additiontables(CA) If the resulting names longer than 32 chars the first part is abbreviated
(that istables(CAWwill always be present).

The first part of the worksheet shows a table of the data to be analysed combined with the
original data in brackets if changes has occurred due to wajdRio 14) If the weighting has
resulted in the removal of variables and/or objects these are marked out in red. Below ttveaable
lines show the sum of variables after weighting toebriginal sumsTo the right of the table two
columns show the su of objects after weighting arthle original sums

The table in Fig. 14 shows the scenario outlined above with an automatic weighting combined
with minimum sum of objects for a number of settlement units.
The second part of the worksheet shows a tabbe@f and undeirrepresentations in the dataset
under the assumption that the dataset is unstructured (Fig. 15). Unstructured is here defined as a
matrix of randomised occurrences based on the actual object and variable sums. More specifically,
if we take he sums of objects and the sums of variables as given, we can calculate a table of
occurrences as a randomisation based on these sums. This is done as follows:
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WhereRis the randomized matri¥) is the data matrixa is a given rowp is a given columnmis
the number of rows) is the number of columns, aitis the grand total of values in the data
matrix.

Matrix shoving over-representations (positive) and under-representations (negative) of occurenses.
The values reflect discrepancies from a probability matrix of occurences based on object and variable sums.
Due to rounding errors the numbers given are only approximate and the grand total of the matrix is seldom zero."

Whipped cord

Twisted cord

Ordinary stab-and-drag
Broad stab-and-drag
Edge stab

Chisel stab

Finger stab

Plastic ornament

Furrows
_ Inertia % of objects
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Inertia % of variables 11 17 9 1 23 7 5
Figure 15. over- and under-representations of occurrences in the data set.

@
=1]
@

What is showr{Fig. 15)is the differences between the actual values in the data matrix and the
values in the randomised matribhis representation of data is very useful as it is the lstading
point for a CA. It immediately gives you an impression of where the main discrepancies are
between what is and what should be expettédcrepancies that will structure the results of the
analysis.

Along the margins of the table the inemiarcentages are giveWhat is shown here is simply
how largea part of the total set of discrepancies is associated with the individual objects and with
the individual variables. The higher an inertia percentage the higher the influence of an object or a
variable on the result of the analybscomes
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Statistic output from running the CA
When you presRun CAa new worksheet is added to your workbook. It is named the same as your
data worksheet with the additistatistics(CA) If the resulting name is tger than 32 chars the

first part is abbreviated (that ssatistics(CAwill always be present). The above mentioned
worksheetables(CAvill be updated, or if it is not there alreadywill be created.

Eigen values and explanation percentages of eigen vectors

— o o
] o .o
= bl bl
€ < <L

Eigen values *10 5 3 2

Explanation % 33 21 17

Cumulative explanation % 33 54 7

Figure 16. Table of Eigen values and explanation percentages.

The first section of the statistics provides you with the Eigen values of the calculated principal

components or axes, their explanation %, and the corresponding cumulative explanation
percentages (Fig. 16).

Inertia and contributions of variables

Absolute contributions Absolute contributions weighted by eigenvalues

35 3; - [ [ - [ o]

w = w w w w w w

£z i 3 Z i Xz
Whipped cord 3 1 2 0 3 1 0 1
Twisted cord 13 17 14 3 75 6 1 18
Ordinary stab-and-drag 4 9 8 5 3 4 1 1
Broad stab-and-drag 2 1 10 10 14 5 3 3
Furrows 13 23 60 66 1 27 19 0
Edge stab 7 T 1 3 0 1 1 0
Circular stab k)l 5 0 4 0 0 1 0
Chisel stab 12 6 3 0 3 1 0 1
Finger stab 7 6 0 ) 0 0 2 0
Plastic ornament [ G 0 3 0 0 1 0

Figure 17. Table of mass, inertia and absolute contributions of variables.

The next twosectionsof diagnostic data are term&thss, inertia and contributions of variables
(Fig. 17) andMass, inertia and contributions of obje¢E&g. 18) respectively. The first column
markedMass %shows the sum of counts as percentages. This is in fact the column and row sum

values that are used to calculate the table of expected values to which we compare the actual values.
The following column marid Inertia %tells you how large a part of the total variation is

accounted for by the individual variables and objects respectively as percentages.

The next block of columns shows the absolute contributions of variables and objects respectively
to the irdividual principal axes.

Absolute contribution of a variable to a principal aigsseen as the part of the inertia of the

principal axes accounted for by the variable where the sum of the contribution of all variables to the
principal axes amount to 100%is computed as:

2
r‘i fik

é. ri'fi'2k

i'=1

where ris the row sum for thé"object, . is the coordinate value for th& dbject on the R

principal axis, n is the number of objects, a
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Inertia and contributions of objects
Absolute contributions Absolute contributions weighted by eigenvalues

= Inertia%
Axis 1
Axis 2
Axis 3

@ Axis 1
2 Axis 2
o Axis 3

(=== = R R B R e R R B R R R R R R R R R R R g R R Y =]

= R R R O R R O R A O R A R R R

Bennerup
Toftum A1
Toftum A31
Stengade 2
Lindebjerg 1
Hawnelev
Bistoft
Toftum AdB
Lindebjerg 2
Toftum AB
Varby
Mosegarden
Stengade 1
Tolstrup 3
Bstergards mark
Store Valby
Yssel Bakke
Svaleklint
Moesgard skovmelle
Knardrup galgebakke
Rustrup
Tolstrup 2
Malbjerg
Gug

Verup

Voejl

Virum
Stilling
Gilhgj
Lendrup
Slotsbjergby
Taarup

Figure 18. Table of mass, inertia and absolute contribution®f objects.
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Absolute contribution of an object to a principal asiseen as the part of the inertia of the
principal axes accounted for by the object where the sum of the contribution of all objects to the
principal axes amount to 100%. It is computed as:

2
CiOk
: 2
a €;:9jx«
=1

where ¢is the column sum for th& yariable, & is the coordinate value for thi8 yariable on the
K'principal axis, n is the number of variables
The las$ block of columns shows the absolute contributitmnhe principal axeweighted by the
Eigen values associated with each axes. This is done to make the absolute contributions to the axes
more comparable across the axes
The next two sections of diagnostic data are terxfathble coordinates (loadingglig. 19)
andObject coordinates (scoreffjig. 20)respectively. As with PCA the loadings and scores are
coordinates of the variables and objects on the principal comigoien contrary to PCA it is
possible in a correspondence analysis to scale the values in such a way that they meaningfully can
be represented in the same coordinate system.
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Variable coordinates (loadings)

I= = I=

O L4 L5

c c c

(=] (=] (=]

(=N O o

£ £ £

(=] (=] (=]

(5] (5] [&]

‘@ ‘m ‘o

o k= a

L&) L&) (=]

£ £ £

a o o

— o [l
Whipped cord 1,06 -019 117
Twisted cord -1,02 047 -222
Crdinary stab-and-drag -1.82 1,31 1,04
Broad stab-and-drag 2,68 237 284
Furrows 1,81 1,77 -017
Edge stab 0,66 -0.88 034
Circular stab 017 060 019
Chisel stab 0.82 024 079
Finger stab 016 1,30 -0.01
Plastic ornament 012 1,11 =017

Figure 19. Table of variable coordinates.
Object coordinates (scores)

T = =

L) a @

= = =

o (=] (=]

o [=N [=9

= £ £

[=] o [=]

o o (&}

w o w

a2 a2 o

o [+] (5]

E £ £

o o o

— ol []
Bennerup -1,84 143 2,08
Toftum A1 040 -044 10,33
Toftum A31 098 025 0,25
Stengade 2 0,05 1,27 0,14
Lindebjerg 1 0,13 -0,52 -0,10
Havnelev -0,02 -0,62 0,38
Bistoft 211 208 011
Toftum A46 1,08 046 -0,19
Lindebjerg 2 0,59 0,02 1.21
Toftum A6 021 -044 013
Varby 040 -1,54 10,38
Mosegarden -1,30 0,73 -2,50
Stengade 1 038 0,88 -0,55
Tolstrup 3 0,56 0,60 -0,93
Dstergards mark -1.23 0,61 0,05
Store Valby 031 136 037
Yssel Bakke 040 -047 -0,04
Svaleklint 0,21 -0,80 0,33
Moesgard skovmelle -1.29 0,64 -2,98
Knardrup galgebakke 1.01 -023 1,36
Rustrup 0,73 0,64 -2,60
Tolstrup 2 0,21 1,35 017
Malbjerg 023 125 064
Gug -1.,79 1,20 -0,69
Verup 0,80 069 093
Voejl -1.14 0,20 -0,78
Virum 075 -0,99 0,99
Stilling 0,04 1,18 0,40
Gilhgj 0,07 -0,20 -0,89
Lendrup 229 191 241
Slotsbjergby -1.04 0,22 046
Taarup -1,53 1,35 -0.24

Figure 20. Table of objects coordinates.

Using the seriation option

The CA pagdas a furtheoptionnamedseriation outputlf you check this option a seriation of the
analysed data will be carried out. BUT NOTHilis does not mean that the data can be
meaningfully seriated¥ou should consult the papktultivariate data analysis using PCA, CA and
MS in CAPCAavailable together with this manual on the use of CA for seriatiggopeas.
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In short, a material that can beristed will show an arched layout of both variables and objects
in a plot of the two first principal components. A second degree polynomial can be used to describe
thislayout. If the polynomial fits the points well, a seriation of the data is meanismgduh sorted
version of the data constituting a seriation can be created.

Seriated table of data based on CA

Broad stab-and-drag
Ordinary stab-and-drag

— M3 1
™o w oo Twisted cord

Plastic arnament

Chisel stab
Finger stab
Edge stab
Furrows

Lendrup
Bannerup
Taarup

Gug
Mosegarden
Moesgard skovmelle
@stergards mark
Rustrup
Tolstrup 3
Slotsbjergby
WVoejl
Lindebjerg 2
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Stengade 1
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Lindebjerg 1
Tolstrup 2
Hawnelev
Stengade 2
Stilling
Svaleklint
Store Valby
WVarby
Toftum AG
Toftum A1
Virum

Verup
Knardrup galgebakke
Toftum A31
Toftum AdB
Malbjerg
Bistoft

= o Circular stab

[

(== R e B B B B B e o e B B B o . B B B B e B e B R R Y L RN o Y
=]

0o 000 OO MNMNMO OO0 oW WO SR W R W BRI B
(")

O oda o N S DD N S S S WD D W00 R NORMNOO SO = W= oW

)

=]
=

PR e I R S g L =)

it
Lo S ot

CoaoNOoooOmME SR o@moOmomNSO 2SS D s o oo

%]
OO R S 2o MNMmMo N W @MW W SN WD O oo o N o oo

)
—

=
RN AOWmME O A aAmo WAoo NOoOomNo o 2o o oo

Y
PO L P Wh B oW =D - o Wwmo oo oD oo o oo

P ra
Lo

t_.J:::c:*—4&.0mt_u-4m::::::_-::::::c::::::::::::;_.::::::D:::D::::::c:c;_.:::cwlhlppedcord
o

CWm W o oo R DD OO R R WA

74

The polynomial used as basis for seriation of objects is: 0,5650X42 -0,0812X + -0,5894
With a Pearson R"2 of 0,6485 for goodness of fit.

The polynomial used as basis for seriation of variables is: 0,5613X"2 + (,0658X + -0,7061
With a Pearson R"2 of 0,8473 for goodness of fit.

Figure 21. Content of the seriation(CA) worksheet

The polynomials to be used (one for the variables and one for the objects) are found through
regression, and the over all goodness of fit for the variables and objects to these polynomials are
evaluated through Pearsons Rhis figure will be 1 for a perfect fit (that is all paitiies precisely

on the curve describday the polynomials) and @f a total randomness of the points in relation to
the curve.

If you have checke8&eriation outputa new worksheet is added to your workbook. It is named
the same as your data worksheet with the addssoiation(CA) If the resulting name is longer
than 32 chars the first part is abbreviated (thaeisation(CA)will always be present).

The worksheet presents you with a sorted version afdata (Fig. 21)The sorting is based on
the polynomials calculated for the variables and objects respectiagdij. variable is projected
orthogonally onto the curve for the variables, and each object is projected orthogonally onto the
curve for the objects. The resulting order of the variables along the curve for variables is used to
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sort the columns of the dataatrix, and the resulting order of the variables along the curve for
objects is used to sort the rows of the data matrix

Below the sorted matrix you will find the equation of the polynomial used to sort the objects and
the equation of the polynomial usexdsort the variables together with the respective values of the
Pearson Rfor goodness of fitin the actual example tieearson Ris not impressive telling us that
the data is ill fitted for seriation.

Note You should never use theeriationworksheetlone. You should alwaysnsultthe
graphical output, where yatanalsogetthe polynomials drawn through the plots of variables and
objects. A bad seriation is often created by ill fitted objects or variables that profitably can be left
out. These armost easily identified through the graphaegput
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Metric scaling operates from a matrix of simitgrcoefficients between a setabjects. It thus
deviates from a CA and a PCA by rawmitalysing objects against variables directly. A sintyari
coefficient matrix is a square matrix that holds the objects in both rows and columieellThe
values shovhow similar two objects are to each othEnis leads to three fundamental
characteristic of the matrix:
1 The diagonal cells of the matriwhereobjects are compared to themsejvesst all have the
same valué a value that represents identity.
1 The values in the offliagonal cells must be smaller or equal to the value of the diagonal cells.
They cannot be larger.
1 Since two objects are comparediweach other twice in cells on each sides of the diagonal,
the values of the matrix are always symmetric around the diagonal.
The strength of a MS is that you are not bobpa particulaischeme of describing objects by
variables (as measures for a P@Acounts for a CA). You can create your own system for
comparing objects. The weakness, on the other hand, is that the connection to the descriptive
elements you use imoken and it is not possible to skew individual variabledave influenced
the results.
There are three different ways in which you can enter data for a MS in CAPCA.

Entering data as a similarity matrix
To enter a similarity matrix directly you must first check the similarity/distance matrix option on
the main datardry page. To CAPCA this indicates thiftta entered should meet certain criteria. As
outlined above the data matrix must be square and symmetric around the diagonal. All values on the
diagonal must be the same and they must be larger or equal to tregofial valuesYou can use
positive integer or real values, but meigative values. Object names must be entered, while
anything entered asriable names ignored.Weights are not applicable, and if entered they are
ignored.

It is customary, but not amdatory to scale the similarity coefficients so that the diagonal values
become 1 and the off diagonal values lies between 1 g Practical reasons CAPCA will
automatically rescale the coefficients so that the diagonal values become 1.

Entering da& as a distance matrix

A distance matrix is the inverse of a similarity masoxto speakThink of a table of distances
between cities in an automobddasto get the idea of what it is. The main differefircan a

similarity matrixis of course that gthsmallest values, namely 0, must be on the diagonal while off
diagonal values must be larger.

To enter a distance matrix directly you must first check the similarity/distance matrix option on
the main data entry page. To CAPCA this indicates that dateeeirshould meet certain criteria. As
with the similarity coefficients the data matrix must be square and symmetric around the diagonal.
All values on the diagonal must bevthile the off diagonal values must be larger than O (oY Ol
can use positiventeger or real values, but not negative val@sject names must be entered, while
anything entered as variable names is ignored. Weights are not applicable, and if entered they are
ignored.

As MS always analyses a similarity coefficient matrix, theatis¢ matrix is transformed into a
similarity coefficient matrix before analysis.

Entering data as objects and variables
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You can enter data for MS as objects and variables and let CAPCA calculate the similarity
coefficients, but you then have to acceptriethod of calculation used in CAPCA, and you have to
comply with some basic rules for the formatting of variables. The method used is known as
Gowels general coefficient of similarity (Gower 197The method recognises three types of
variables: Continuags quantitativevariablesCategoricallichotomousvariables, Categorical
gualitative variables.
Missing valus
In contrast to PCA and CA, MS accepts missing values. This is so because the variables are used to
calculate the similarity coefficients exclusly, and are not involved with the results presented. If a
value is missing it is simply omitted from the calculation of the similarity coefficient. If many
missing values are present it will influence the validity of the similarity coefficients, ofecdiars
signal a missing value in a cell you simply enter a question mark in the cell. It will work with both
continuous quantitative variables, categorical dichotomous variables and categorical qualitative
variables.
Continuous guantitative variables
Valid valuesare all kinds of measurements, percentagekcounts (be careful if you use raw
counts).They can be either integers or raambersnegative or positive, and include zeiApart
from question marks signalling missing valules bnly special chacters allowed are)((.) and (,).
They are interpreted according to the national setup of your compute2(é5h,23 in a Danish
setup compared?,455.23 in an English setuflank cells are allowed. They will be interpreted as
zeroesAs text is albwed in categorical qualitative variables (see beltigre can be no rigid
control of the content of the variables you supply. If something in a variable cannot be interpreted
as a nurber, the variable will automatically be interpretedaasategoricatjualitative variable
which certainlymayhaveunforeseen consequenclsa variableexclusively contain values of 1
and Oit will automatically interpreted ascategoical presence/absence variable
Categorical dichotomous variables
Categoricabdichotonousvariables are simple recordings of whether a variable (a trait) is present in
an object or not. 1 and 0 is used to record thesgbassibilities.Blank cells are allowed. They will
be interpreted as zeroes.
Values accepted for Categorical qualitativariables
Categorical qualitative variables are multistate variaflggically it wouldbe classifications like
Romanesque, Gothic and Bardtou write the classes directly in the cells as text strings (In
contrast to version 3.0 of CAPCA where you shaudde them as negative integers). As with the
other types of variables you case question marks to signal missing vallgtank cells are not
allowed.
Calculating the similarity coefficients
To calculate a similarity coefficient between two objects treycomparedcrossheir variables,
oneatatime.wo fAcount er s &GcorsaraValidgyeVdhenewer alvaidicomparison
between two variables is madélidity is incremented with While Scoress incremented with a
value between 0 and 1 depkmg on the outcome of the comparistirone or either of the variables
holds a question mark for missing date comparison is not valid aneitherValidity nor Scores
are incremented.

For categorical dichotomous variabEsoress incremented with if both objects show
presence and is not incremented if one object shows presence and the other shows absence. If both
objects show absence the comparison is not seen as valid and Sedtesnor Validity are
incremented.

For categorical qualitativeaviablesScoress incremented with 1 if both objects display the
same element and is not incremented if they differ
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For continuous quantitative variabl8soreds incremented with a value calculated gs; 1
Xj|/r where xand x represent the valued the variable for the two objects and r denotes the total
range of values in the variable.

Creating a similarity coefficient matrix

If you have provided either a similarity or distance coefficient matixMS page of the CAPCA
main form will show you how many objects the matrix contaitsle the variables box shows
(not applicablefFig. 22) Below this is a button namézheck similarity/distance matri¥ ou have
to press this before you can prédssRun MS analysis

| CAPCA version 3.1 - © Torsten Madsen 2005-2016 X
‘ Data entry I ] MS I ]
3 Number of eigen vectors Precision calculating eigen vectors

_ _ T Low @ Mediun ¢ Hich
Objects Variables

_ _
10 na Number being analysed

Number of iterations

Check similarity/distance matrix

Figure 22. MS page of the CAPCA main form as it appears when you have entered a similarity or distance
coefficient matrix.

Activating theCheck similarity/distance matrbxutton will add a new worksheet your
workbook. It is named the same as your data worksheet with the aduiibarity(MS) If the
resulting name is longer than 32 chars the first part is abbreviated @matlégity(MS)will always
be present).

The worksheet contains two sectiqRgy. 23). The first shows the similarity or distance matrix
exactly as it was entered. The second shows the similarity matrix as it will be analysed. In the
example in Fig. 23 a distance matrix was entered that subsequently was transformed into a
similarity coefficient matrix. If you enter a similarity coefficient matrix with the same format as
used in CAPCA the two matrices will be identical of course.
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Coefficient matrix showing values as read from the worksheet

£ =

£ - § . 2 g
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4 m ©® @ © 3 o a = =
Amsterdam 0 668 211 1411 908 383 L01 B8h5 1226 1152
Berlin 668 0 777 859 1079 766 1052 343 595 625

Brussel 211 7770 1367 714 215 309 891 1335 1108
Budapest 1411 859 1367 0 1284 1190 1494 517 669 247
Genéve 908 1079 714 1284 0 508 503 922 1559 1025
Luxembourg 383 766 215 1190 508 0 355 725 1287 930

Paris 501 1052 309 1494 503 355 0 1030 1611 1234
Praha 855 343 891 517 922 V25 1030 0 614 283
Warszawa 1226 535 1335 669 1559 1287 1611 614 0 695
Wien 1152 625 1108 247 1025 930 1234 283 695 0

Coefficient matrix showing values as they will be analysed

c
@

2
0,69 0,47 0.24 0,28

msterdam

Berlin
Brussel
Genéve
Paris
Praha
Viarszawa

A

Amsterdam 1 0,59 0,87 012 044
Berlin 0,59 1 052 047 033 0,35 0,79 0.63 0.61
Brussel 0,87 0,52 1 015 0,56 0,81 045 017 0.11
Budapest 0,12 047 0,15 1 02 026 0,07 068 058 085
Genéve 0,44 033 056 02 1 068 0,69 043 0,03 0,36
Luxembourg 0,76 052 0,87 026 068 1 0,78 055 02 042

oo oo
oot =~ Luxembourg
[=r R B O =)

Paris 0,69 035 081 0,07 063 078 1 0,36 0 0.23
Praha 0,47 079 045 0,68 043 055 0,36 1 0.62 0,82
Warszawa 0,24 0,63 0,17 058 0,03 02 0 0,62 1 0.57
Wien 0,28 061 031 0,85 036 042 023 082 0,57 1

Figure 23. The content of the similarity(MS) worksheet when a distancematrix have been entered.

If you have supplied data as objects and variables the MS page of the CAPCA main form will
show you how many objects and variables that are included in the analysis (Fig. 24). Further you
will find information on how many objectnd variables that are excluded due to weighting if any.
Exclusion will only occur as a result of user weights. Below the information boxes is a button
namedCreate similarity matrixYou have to press this before you can pres&theMS analysis

The waksheet with the additiosimilarity(MS)mentioned above will also be created, when you
activate this button, and again it will contain two sections (Fig. 25). The first section shows the data
that you have entered, but in most cases not in the same fatmeatariables have been analysed
by CAPCA and split into three groups named nQ
Regardless of the order in which you submitted the variables they will always be shown in the order
outlined above and with a #d format. It is important to check that there is an agreement between
the way CAPCA has classified the variables and the way you intended them to be classified.

The second section shows the similarity coefficient matrix that has been calculated from the
variables using Gowers method of calculation. You may note that there is no longer a traceable
connection between the coefficients and the variables, which of course is an inherent weakness in
using similarity coefficients.
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Figure 24. MS page of the CAPCA main form as it appears when you have entered data as objects and variables.
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